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A brief history of AI/ML and its applications

1950 1990 2000 2010 2015 2018 2020 Today1970

Research & Demonstrators

Industrial Applications

2022

Turing Test
(1950)

Perceptron
(1957)

Eliza (first chatbot)
(1965)

AlphaFold
(2018)

WaveNet
(2016)

LSTM
(1997)

Watson Jeopardy!
(2008)

Deep Blue
(1997)

Convolutional Nets
(1989)

GPT-3
(2020)

AlphaCode
(2022)

GANs
(2014)

Transformers
(2017)

AlphaGo
(2017)

MT-NLG
(2021)

Expert Systems
(1990s)

iRobot 
Roomba

(2002)

Cisco AI Network 
Analytics

(2019)

DeepL translate
(2017)

Tesla 
Autopilot

(2015)

GitHub Copilot
(2021)

BD Spot
(2019)

Amazon 
Alexa
(2014)

Arterys 
CardioAI

(2016)

Waymo
(2009)

Apple Siri
(2011)

Auto 
Captions

(2010)

IBM Watson 
(2013)

Google 
Translate

(2006)

AI Winter 1974-1993

ChatGPT 
- RLHF

(2022)
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Learning Strategies and Key Challenges

model “dog”model distance

Unsupervised 
Learning

Self-Supervised 
Learning

Supervised 
Learning

Reinforcement 
Learning

Learn from 
experts

Learn from 
experience

Learn from 
structure

Learn from 
patterns

108 107 106 105 104 103 102 101 1 bit

Bits of information per sample

The Dark Matter of AI Yann Lecun

Number of related topics and approaches 
Explainable AI
How to make the model 
explain its predictions to 
a user?

Active Learning
How to collect training 
samples optimally?

Transfer Learning
How to re-use a model 
trained on task X on 
another task Y?

Multi-task Learning
How to train a single model 
that accomplishes several 
tasks?

Adversarial AI
How to trick or exploit 
models for malicious 
purposes?

Ethical AI
How to design algorithms 
that recognize societal 
biases in their training data?

Private AI
How to create models that 
never disclose private 
information from their 
training data?

Federated Learning
Use of decentralized 
device to collaboratively 
learn a shared model 
without sharing local data

Large Language 
modes
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Cisco 
AI/ML 
journey

www.jpvasseur.me 

http://www.jpvasseur.me/
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Our ML/AI Journey since 2012 … 
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Future
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Level of Interest for ML/AI

2000 2010 2015 2018 2020 Today

Research & Demonstrators

2022

WaveNet
(2016)

AlphaCode
(2022)

Transformers
(2017)

DeepL 
translate
(2017)

Amazon 
Alexa
(2014)

Arterys 
CardioAI

(2016)

Waymo
(2009)

Apple Siri
(2011)

Auto Captions
(2010)

IBM Watson 
(2013)

Google 
Translate

(2006)

Cisco AI Network 
Analytics

(2019)

GANs
(2014)

AlphaGo
(2017)

AlphaFold
(2018)

Watson Jeopardy!
(2008)

GPT-3
(2020)

MT-NLG
(2021)

iRobot 
Roomba

(2002)

BD Spot
(2019)

GitHub 
Copilot
(2021)

Tesla 
Autopilot

(2015)

ChatGPT 
- RLHF
(2022)

Industrial Applications

Generative AI
(Nov 2022)
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Pro ML/AI … who believe 
that ML/AI is the only 
approach to build (intelligent) 
useful systems

Anti ML/AI … who are highly 
skeptical (ML/AI is a pure fantasy 

and does not work) 
or believe that the technology is evil 

and will replace humanity 

Why two camps ?

(In my opinion), both are wrong … 
• Be Pragmatic and use the appropriate tool for solving a specific issue 

(need DEEP understanding of what ML/AI can and cannot do)
• Do not build wrong expectations: ML/AI has nothing to do with 

(human level) intelligence, still highly useful for a broad range of problems)

OUTDA
TED
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Why being 
skeptical about 
ML/AI?

At Cisco we started developing ML 
products a decade ago 

• We have learned a lot in a decade of 
ML/AI product development 

• We have tried many approaches 
(several failed but many worked)

• Our ML/AI products have been deployed 
at scale

Results are there and AI/ML for 
networking moving to the next phase …. 

• A bit of fatigue about “AI”
• Over promise, Over statements , …

OUTDA
TED
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What is Generative AI

Generative AI refers to a type of artificial intelligence that is capable of generating new and original data, 
such as images, music, text, or even entire videos, that are similar in style or structure to the data it has 
been trained on. Unlike other types of AI that are designed to recognize patterns or make predictions 
based on existing data, generative AI models are designed to create new data that is similar to the input 
data it has been trained on. …. Definition from a Generative AI J 

Image Generation Music Generation 
(Source MusicLM)

Text to 3d, text to Video 
(Source NVIDIA Picasso)

Software/ Code Generation 
(Source ForgeAI)
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“Current” state of LLMs (thousands of new models / week)

Source: A Survey of Large Language Models and Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond

WARNING: open-source does not 
mean commercially available. 

https://arxiv.org/abs/2303.18223
https://arxiv.org/abs/2304.13712
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Examples of LLM Use Cases For Networking

UI/CLI 
Replacement
• Interact with various 

devices and controllers 
via a ChatBot as opposed 
to the classic CLI or UI 
interface.

Out of scope for now.

Troubleshooting
• Suggest potential root 

causes based on user 
prompt and proposes a 
troubleshooting strategy.

• Uses tools to interact with 
network domains and 
execute troubleshooting 
steps, interprets outputs 
and received telemetry to 
identify issues.

• Proposes remediation steps 
based on best practices.

Performance
Monitoring
• Analyse large amounts of 

data and highlight 
top/worst performers for 
key network metrics.

• Corelates metrics from 
different dashboards, 
tools or controllers (SD-
WAN, Thousand Eyes, 
DNAC, etc) and builds 
new visualizations.

Configuration 
Assistance
• Guidance for 

accomplishing various 
configuration tasks (steps, 
commands etc).

• Reviews existing 
configuration deployed 
against best practices. 
Makes improvement 
recommendations.

• Builds automation 
(scripts, playbooks) 
for common 
configuration tasks.
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(L)LM have been in the works for a long time (‘48), long 
list of recent cutting technologies (transformers (‘18), 
RLHF, …) - first commercial BREAKTHROUGHT 
implementation recently available (Chat-GPT) on Nov ‘22

Works “surprisingly well” for several key tasks 
(e.g., text summarization, translation, code generation) 
with emergent properties (can/cannot do)

Architecture & Technologies: prompt tuning (tools, ICL, 
Thought reasoning, RAG, …), model tuning (training 
strategies), generic large vs specialized open-source, 
knowledge DB with semantic search, agents, … and overall 
architecture

Number of use cases: Networking (conversational, 
troubleshooting with RCA, analytics, config management), 
Security & Collboration, Applications. 

Technical challenges: Reliability (determinism, 
hallucinations), Information Sourcing, Privacy, Security 
(prompt injection, …), …

Are LLMs a step toward AGI 
(Artificial General Intelligence)?

Cisco’s approach 

Summary - Generative AI

Are LLMs the long-awaited Bing-Bang?

• Emerging properties keeps arising (general pattern 
matching engines, used for complex reasoning, anomaly 
detection) 

• Never-seen before: combination of open innovation and 
major companies solving issues at unprecedented pace
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Lots of exciting AI topics 

What have 
LLMs learned ?

Do LLM 
understands 
the world (probing 
classifier, …) ?

LLM as general 
patterns matching

Interpretability 
(mechanistic, …)

Tracing factual 
knowledge, 
Watermarking

LLM generalization 
and Grokking

Accessing 
trillion tokens LLM and RL LLM & Security




